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ABSTRACT 

Information theory has been successfully applied to the analysis of biological sequences 

for more than thirty years. Pioneered for the study of binding sites in DNA sequences, 

information theoretical approaches have also become a de facto standard in protein sequence 

analysis and have been applied to such diverse fields as genome assembly, gene identification 

or the study of tRNA structure. In spite of its tremendous success at modeling the DNA 

sequence motifs bound by transcription factors (TF), the application of information theory to 

this particular field has also led to several misconceptions, such as the paradox of negative 

information, the formulation of simple corrections for genomic bias or the tacit assumption of 

a direct link with Boltzmann entropy in these molecular systems. These misinterpretations 

arise mainly from overlooking the evolutionary nature of the information transfer process 

taking place in the biological systems being studied. Adopting an evolutionary perspective on 

the application of information theory to transcription factor-binding motifs addresses many 

apparent contradictions and provides new insights into the interaction between transcription 

factors and their cognate binding sites. 

1. LIFE AS AN INFORMATION SYSTEM 

Lila Gatlin‘s 1972 classic manuscript on applying information theory to living systems 

opens with a bold statement: ―Life may be defined operationally as an information processing 

system – a structural hierarchy of functioning units – that has acquired through evolution the 

ability to store and process the information necessary for its own accurate reproduction‖ [1]. 

Even though there is no formal proof that life is, indeed, an information process, Gatlin‘s 

statement captures the intuitive notion that life must carry out information processing at many 

different levels and that, ultimately, it has to maintain the physical low entropy state that 
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allows such information processes to operate. In fact, the concept of life as a set of self-

sustaining processes lies at the core of many definitions of life. In 1974 Varela and Maturana 

coined the word autopoiesis to describe, precisely, a circular definition of life based on a 

network of processes that operate to generate and perpetuate themselves [2]. Such a definition 

captures most of the essence of Gatlin‘s statement and draws heavily on related concepts, 

such as homeostasis, advanced many years earlier to reflect the ability of living systems to 

self-regulate their internal states [3]. 

1.1. Of Life as an Information Process 

The intuitive appeal of life as an information processing system suggests that parallels 

between life and artificial information systems should be easy to find. An obvious place to 

look for similarities is the nervous system. Indeed, the study of brain anatomy and function 

has provided invaluable insights on alternative methods of computation and organization that 

have later been co-opted by artificial intelligence researchers [4-6]. It is in molecular biology, 

however, that the parallels with concepts in computer science become most apparent. They 

are in fact almost impossible to miss, because computer science jargon actually riddles the 

pages of molecular biology journals and textbooks [1]. The most familiar example is the 

Central Dogma of molecular biology [7]. The Central Dogma ―deals with the detailed 

residue-by-residue transfer of sequential information‖ [8] and implicitly postulates the 

existence of a genetic code to translate the information encoded in DNA sequences onto 

amino acid sequences. George Gamow‘s ill-fated attempt at cracking the genetic code (the 

―diamond code‖) was based primarily on information theory and became one of the first well-

known instances of a formal mathematical treatment preceding and focusing biological 

research [9, 10]. In fact, the molecular processes of transcription and translation that animate 

the Central Dogma were postulated by John von Neumann as necessary for self-replicating 

automata several years before they were identified by molecular biologists [11, 12]. 

1.2. Evolution as an Information System 

Autopoiesis and related concepts, like homeostasis, focus on the processes operating in 

living beings. That is, they deal with the set of processes that define and preserve the ―alive‖ 

state in a living being. Gatlin‘s opening statement takes a step further by explicitly including 

evolution as a fundamental element in life‘s information processing. Even though her 

wording is subtle, the integration of evolution into the definition of life as an information 

process constitutes a decisive move that enables and empowers the application of information 

theory approaches to the analysis of biological sequences. When considering life as an 

information process, it is thus appropriate and important to distinguish between those 

processes taking place within the lifespan of an organism (autopoietic processes) and the 

long-term process of evolution by natural selection. For instance, the generation of a complex 

response to physicochemical stress by an Escherichia coli cell is obviously an information 

process in much the same way as the firing of a furnace by a house thermostat is an 

information process. Just like the thermostat will fire the furnace multiple times during a 

winter season, the E. coli stress response may be activated several times during the lifespan of 
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an E. coli cell. It is quite apparent that the continued preservation and fine tweaking of the 

genetic system responsible for the E. coli stress response is also an information process. 

However, this process differs substantially from the ones depicted above in that it takes place 

over eons, instead of minutes, and we can only observe its end result.  

1.3. Information and Entropy 

Gatlin‘s opening statement makes a further distinction that becomes essential to her main 

thesis; she defines life as an information process. This is an important point, because the 

literature on the application of information theory to biology is plagued by constant back-and-

forth between information theory and thermodynamics or, to be more specific, between 

Shannon and Boltzmann entropies (see for instance Brooks and Wiley ―Evolution as Entropy‖ 

[13]). In fact, Gatlin‘s book is among the very few that does not incur some kind of 

amalgamation of both theories and sticks strictly to information theory. The confusion 

generated by this constant back-and-forth between both fields is considerable and has led 

some authors, like Hubert Yockey, to state flatly that "the concept of entropy in classical 

thermodynamics is different from that in statistical mechanics and from that in information 

theory‖ [14]. Yockey has later moderated this claim, but remains steadfast in warning against 

mixing both approaches [10]. 

The persistent back-and-forth between both information theory and thermodynamics, and 

the ensuing confusion, is unfortunate and stems from two main sources. The first and most 

notorious is the use by Shannon of the word entropy to define his uncertainty measure, 

following the apocryphal advice of Von Neumann [15]. Boltzmann and Shannon definitions 

of entropy share both name and form and can indeed be formally linked, but the link is not as 

direct or evident as the similarity in name and form might lead us to believe [10, 16-18].  In 

the following, I will use the full terms Shannon entropy and Boltzmann entropy to make 

explicit distinction between both measures when necessary, but I shall revert to entropy or 

uncertainty for Shannon entropy whenever there is enough context to prevent 

misidentification. The second cause for interplay between both fields, explored here, 

originates in the intuitive assumption that the formalization of an autopoietic process by 

means of statistical thermodynamics can be mapped directly to the information theory 

formalization of an evolutionary process operating on it. In the example above, this would 

lead to equating the thermodynamic processes of the E. coli stress response with the 

information process leading to the evolution of such a response.  

2. INFORMATION THEORY AND THE ANALYSIS  

OF BIOLOGICAL SEQUENCES 

The analysis of biological sequences using information theory was pioneered by Gatlin 

[19, 20] and paved the way for the application of a powerful analytical framework to 

biological systems. They key insight in Gatlin‘s approach was the realization that biological 

sequences, such as chromosomes, are processed mostly as linear entities and in a similar 

fashion along their whole length. Protein coding genes, for instance, are transcribed by an 

RNA-polymerase holoenzyme and translated to proteins in ribosomes, regardless of their 
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position in the genome and of the specific protein encoded by the gene. Likewise, 

chromosomes are duplicated by a DNA-polymerase holoenzyme in the same manner across 

all their length. Even though biological sequences are embedded in tridimensional molecules 

that may locally modulate the processing of the sequence, the assumption of operational 

linearity and homogeneity is generally valid [1, 14]. This makes it possible to consider 

biological sequences as ergodic Markov sources and allows their analysis using the methods 

and concepts of information theory introduced by Claude Shannon [21]. 

2.1. Entropy of a Genome 

For a memory-less source X that emits messages using a given alphabet [x1,…,xn] with 

emission probabilities P=[p(x1),…,p(xn)], Shannon [21] defined the entropy of the source as: 

 

  

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N
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ii xpxpXH
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2 )()·log()(  (1) 

 

where N is the number of possible symbols for the source and –log2(p(xi)) is the information 

of a given symbol xi as defined by Shannon
1
. Hence, the entropy of a source is the 

mathematical expectation of the information that the source is capable of generating. 

Intuitively, the entropy measures the uncertainty of an observer over a symbol emitted by the 

source. A source emitting equally probable symbols yields, on average, maximum uncertainty 

because it minimizes the ability of an observer to predict the next emitted symbol. 

A bacterial genome, typically in the form of a single chromosome, can be considered as a 

long string with an alphabet  of four symbols {A, C, G, T} corresponding to the four 

possible bases that may occupy a given position of the DNA chain (Adenine, Cytosine, 

Guanine and Thymine). Treating the genome as an ergodic source, we can estimate the 

probability of each symbol {f(A), f(C), f(G), f(T)} by sampling its occurrence in the linear 

genome sequence, as opposed to sampling the occurrence of symbols over time. Because 

DNA is normally a double-stranded molecule following the Watson-Crick pairing scheme (A 

corresponds to T in the complementary strand, C corresponds to G), it is customary to enforce 

f(A)=f(T) and f(C)=f(G). Hence, by counting the number of A, C, G and T occurrences over all 

the positions of a genome and normalizing them into relative frequencies we can infer the 

entropy of the genome as: 
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If we do this for the 4,639,675 base pairs (bp) of the genome of the bacterium 

Escherichia coli, we obtain an entropy HG=1.999 bits that is remarkably close to the 

maximum possible value of 2 bits. In the E. coli genome the probability of observing any 

given base is very close to 0.25 (f(A)=f(T)=0.246, f(C)=f(G)=0.254), leading to the observed 

HG=1.999 bits value, but many organisms deviate substantially from this maximum entropy 

                                                        
1
 Here and in the following we will be arbitrarily using base 2 for the logarithm and hence defining information in 

bits. 
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scenario. The heat-loving bacterium Thermus thermophilus, for instance, has frequencies 

f(C)=f(G)=0.346 (typically expressed as 69.2% GC), leading to an entropy HG=1.876. Even 

though it might not seem extremely significant (6.15% difference), this is a substantial 

decrease in entropy with regard to E. coli. For a typical bacterial genome size of ~4,000,000 

bp, E. coli could in theory encode 492,000 bits more of information than T. thermophilus. 

2.2. Genomic Entropy, Evolution and the Genetic Code 

With a limited amount of sequence data, Gatlin analyzed for the first time the entropy of 

genetic sequences. The basis of her approach was the realization that the entropy of the 

genome as a source should reflect the coding redundancy required to compensate for the 

genetic noise introduced by mutations. Redundancy and uneven letter frequencies in English 

allow automatic detection and correction of errors, such as thf for the, leading to relatively 

small entropy values for the English language when analyzed as a Markov source of different 

orders [22]. Likewise, the genome ought to show decreased entropy due to its encoding of the 

genetic message through evolution. Gatlin evaluated the entropy of genetic sequences 

modeled as 0
th

 (memory-less) and 1
st
 order Markov sources and found that, on average, these 

entropies were remarkably close to maximal [20]. This surprising result is explained mostly 

by the large amount of redundancy present in the genetic code, but also to some extent by the 

extensive use of message redundancy in evolution. 

The amount of redundancy embedded in the genetic translation system can be computed 

using information theory [14]. By introducing redundancy implicitly in the code, the genetic 

translation system largely detaches redundancy from the source, making it possible for 

genetic sequences to operate at high entropy values in spite of genetic noise. A crude analogy 

with English serves to illustrate the point. As noted above, the exclusion of certain letter 

combinations in English (e.g thf) decreases the entropy of an English speaker. However, the 

semantic redundancy of English, due mostly to its use of synonyms, allows an English 

speaker to increase its apparent entropy, since it allows a speaker to convey approximately the 

same message using a more varied set of source characters
2
. Just like synonyms are implicit 

to the English language, the genetic code is implicit to the translation process and is not 

explicitly mapped on the underlying genetic sequences, allowing them to achieve higher 

entropy levels
3
. In addition to the redundancy in the genetic code, the generation of multiple 

offspring by living systems is a plain form of message redundancy on which natural selection 

can operate as an error-correcting device, providing additional buffering against genetic 

noise. 

                                                        
2
 If we are allowed to use the words ―beautiful‖, ―beauteous‖, ―lovely‖, ―bonny‖, ―comely‖, ―fair‖, ―handsome― and 

―pretty‖, and we tend to use them with equal probability, the entropy per character of the source will be higher 

than if we stick instead to using exclusively the word ―lovely‖ whenever we are describing something as fine-

looking. 
3
 It can be argued that the genetic code is embedded in the genome of every single organism, in the form of 

ribosomal protein, rRNA, tRNA and aminoacyl tRNA synthetase genes. This corresponds, however, to a small 

portion of the genome and part of it (e.g. ribosomal protein genes) already uses the genetic code for 

expression. The entropy of tRNA genes, which cannot make use of the redundancy available in the genetic 

code has, indeed, been shown to be smaller than the genomic average [23]. 
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Applications of Information Theory to Molecular Biology 

 

The mathematical framework provided by information theory can be applied to more 

specific analyses of biological sequences. As described by Yockey, information theory 

provides a sound mathematical ground to derive similarity metrics for biological sequences 

[10] and the entropy of an alignment, or measures derived from it, is used today as the 

standard measure of conservation in biological sequence alignments [24, 25]. Information 

theory metrics have been applied, among other, to the analysis of protein coding genes, tRNA 

sequences and repeated nucleotide sequences [23, 26, 27]. To date, however, the most 

successful application of information theory to molecular biology has been the modeling of 

transcription factor-binding motifs. The remainder of this chapter describes the basic notions 

behind this approach and explores how frequent misconceptions can be prevented by 

superimposing an evolutionary perspective to the information theory approach. 

3. INFORMATION THEORY MODEL OF TRANSCRIPTION  

FACTOR-BINDING MOTIFS 

In the past two decades, the focus of genomics research has shifted steadily from 

prediction and analysis of coding regions to the analysis of non-coding regions, the regulatory 

elements therein and their interactions. This shift stems mainly from the increasing awareness 

that changes in regulation lie at the core of development and of most phenotypic differences 

within and between species [28]. In living systems, regulation takes place at almost all the 

steps of the information process that leads from genotype to phenotype. In fast growing 

bacteria, for instance, the positioning of a gene in the genome will often result in multiple 

copies of the gene coexisting within the cell, leading to increased expression of the gene 

product. Then again, in many eukaryotic cells, microRNA molecules can bind complementary 

messenger RNA (mRNA) transcripts and silence their expression [29]. Evolution has 

therefore at its disposal many mechanisms to regulate gene expression, yet transcriptional 

regulation is the most pervasive and well known regulatory system in both eukaryotic and 

prokaryotic cells [28, 30]. 

3.1. Transcription Factors and Binding Motifs 

Regulation at the transcriptional level makes intuitive sense because transcription is the 

first real-time step of the information processing system for gene expression. Hence, 

regulation before transcription cannot be very flexible and regulation in later stages will 

always be more wasteful (because mRNA transcripts, at the least, will have already been 

produced).   Transcriptional regulation is mediated mainly by a subset of proteins known as 

transcription factors (TF) [31]. These proteins bind DNA, typically within the promoter 

regions of genes targeted by the RNA-polymerase holoenzyme. By binding to these regions, 

transcription factors can either hinder (repressors) or promote (activators) the formation of an 

open complex by the RNA-polymerase holoenzyme and thus they effectively regulate gene 

expression [30]. 
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Transcription factors are able to bind DNA either specifically or non-specifically. Non-

specific binding is typically short-lived and associated with interactions with the DNA 

backbone. In contrast, specific binding involves longer association times and directed amino 

acid-base contacts [32, 33]. Hence, even though some transcription factors bind DNA without 

much specificity or rely on recognition of tridimensional properties of the DNA molecule 

(e.g. curvature), most transcription factors bind to DNA by recognizing specific sequence 

elements through definite amino acid-base contacts. These specific sequence elements are 

called transcription factor-binding sites. As opposed to other DNA-binding proteins, like 

restriction enzymes, transcription factors do not recognize a single particular sequence (e.g. 

ATGGACCAT), but target instead a number N of similar sequences [30]. When aligned, the 

collection of slightly different sequences known to be bound by a transcription factor is 

collectively known as the binding motif. Table 1 shows an example of a collection of 25 

binding sites recognized by the hypothetical transcription factor BUH. 

Table 1. Collection of binding sites (N=25) bound by the hypothetical transcription 

factor BUH 

ATGACATCAT ATTCGCTAAT ATTGCGAGAT GTGTGATCAT ATGTTGCCAG 

ATGCGACAAT GCTAGCTCAG ATGCTGATAT GTACTGACAT ATGAGATTAT 

ATGCTGCCAA TAGCTAGCAT TTGTGATGAT ATGCATTCAG ATCAGACCAT 

ATGCGATAGG ATCGCGCCAT TTAGCATGCC ATGAATACTT ATGACAGCAT 

ATCGACGTAC ATCGCTACAT ATTGCATCAG ATGGACCCCT ATGATGACTT 

3.2. Transcription Factor Binding as an Information Process 

Conventional communication involves a source X with alphabet [x1,…,xn] and a receiver 

Y with alphabet [y1,…,ym]. The source and the receiver communicate through a noisy channel 

over which the message is transmitted. Shannon defined the equivocation of a channel as the 

conditional entropy
4
: 
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The formulation of equivocation as a conditional entropy H(X|Y) can be interpreted as the 

uncertainty of an observer over the symbols emitted by the source given the received 

message. Intuitively, once a symbol Y=yj is received, the presence of noise in the channel 

implies a set of conditional probabilities P(xi|yi) for every possible source symbol xi. That is, 

the entropy of the source as perceived by the observer changes to H(X|yj) upon receiving a 

symbol Y=yj, and the conditional entropy H(X|Y) is the weighted average of these revised 

entropies for all possible values of Y. Equivocation is therefore a measure of the information 

present in the source that is lost to noise in the channel, as illustrated artfully by Shannon in 

his seminal paper through a worked-out example [21]. 

                                                        
4
 The notation P(xi|yi) stands here and in the rest of the document as shorthand for the more formal P(X=xi|Y=yi). 
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Mutual Information 

Having established the concept of equivocation, it is easy to derive mutual information as 

the difference between the source entropy and the conditional entropy (or equivocation) 

imposed by the channel: 

 

)|()();( YXHXHYXI   (4) 

 

This difference is known by several names, such as mutual information, information 

content, information rate or mutual entropy, and it is a measure of the decrease in uncertainty 

brought about by the reception of messages generated by source X and transmitted through a 

channel with equivocation H(X|Y). More generally, I(X;Y) measures the information shared 

by two random variables X and Y; that is, it measures how much our uncertainty on one 

variable (X) decreases upon knowing the other (Y). A decrease in uncertainty is typically 

associated with an increase in information, and here I will adhere to the term information 

content for I(X;Y). Intuitively, in an error-free channel p(xi|yi)=1 (because the symbol yi 

completely determines the source symbol xi), leading to H(X|Y)=0 and I(X;Y)=H(X). 

Alternatively, if a channel contains enough noise to render X and Y independent, then 

H(X|Y)=H(X) and I(X;Y)=0.  

 

Transcription Factor Binding as an Information Process 

The application of information theory methods to model transcription factor-binding 

motifs was pioneered at Larry Gold‘s lab in the mid 1980s [34]. The approach taken by 

Schneider and co-workers can be illustrated with a thought experiment regarding the 

uncertainty of an observer over the specific bases occupying each position of a particular 

DNA segment of length L in a given genome G. In this thought experiment we pick a random 

segment of the genome, we immerse it in a solution containing our transcription factor and we 

wait a reasonable amount of time to observe whether or not the segment is specifically bound  

by the protein
5
. Clearly, if no further information is given to us at the beginning of the 

experiment, our initial uncertainty is dictated by the likelihood of the occurrence of each the 

four possible DNA bases in the genome. Hence, if we assume independence between the 

positions of this segment, our a priori entropy for any given position of the DNA segment can 

be defined simply as the genomic entropy HG (Equation 2). 

 

  
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Under the assumption of positional independency, an aligned collection of binding sites 

for a given transcription factor (Table 1) can be used to infer the base probabilities at each 

                                                        
5
 We are further assuming that the transcription factor is labeled somehow and that we are in possession of a reading 

device capable of distinguishing specific from non-specific binding. Even though this may seem farfetched, 

this is precisely what the experimental procedures used to determine the known collections of binding sites 

aim to approximate to a fair degree of accuracy [35]. Here, and in the following, we will assume that whatever 

methods we are using to observe binding are actually able to make this distinction. Hence, the observation of 

non-binding, or of an unbound state, at a specific position encompasses implicitly the occurrence of unspecific 

binding at that position. 
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position of the binding motif. The relative frequencies of each base at each position of the 

motif are usually expressed in the form of a Position-Specific Frequency Matrix (PSFM). For 

our hypothetical BUH transcription factor and the collection of binding sites in Table 1 we 

thus obtain: 

Table 2. Position Specific Frequency Matrix for transcription factor BUH 

 1 2 3 4 5 6 7 8 9 10 

A 0.76 0.04 0.08 0.28 0.12 0.44 0.24 0.12 0.80 0.04 

C 0.00 0.04 0.12 0.32 0.28 0.12 0.28 0.68 0.08 0.04 

T 0.12 0.92 0.16 0.16 0.28 0.12 0.40 0.08 0.08 0.68 

G 0.12 0.00 0.64 0.24 0.32 0.32 0.08 0.12 0.04 0.24 

 

It is easy to see that the probability p(Sl) for a given base S in each column l of the PSFM 

can be interpreted in our thought experiment as the conditional probability of that base 

occurring at that position of our query segment given that we have observed specific-binding 

of the transcription factor to the segment p(Sl|TFbound). 

The PSFM does not give us the reverse conditional probabilities p(Sl|TFunbound); that is, 

the probability of each base at position l of the segment given that we have not observed 

specific binding of the transcription factor. However, it can be shown that for a genome size 

substantially larger that the number of sites in our collection (GS>>N), these probabilities will 

converge to the genomic frequencies (i.e. p(Sl|TFunbound)  f(S)). For instance, even if a 

transcription factor completely specified its recognition sequence (e.g. ATGGACCAT), the 

lack of specific binding to a given genome segment would only be telling us that base A is 

marginally (0) less likely to be seen at the first position of that segment. Since GS>>N, for 

a random genome segment we can assume that p(TFbound)  0 and p(TFunbound)  1. Hence, if 

we compute the equivocation of the channel following Equation 3, we obtain: 
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from which we obtain, by applying Equation 4, the value I(X;Y)≈0 for the mutual 

information. 

The result in Equation 6 tells us that trying to identify the positional base frequencies of a 

random DNA segment by experimentally evaluating the binding of a particular transcription 

factor to it is an extremely inefficient way of proceeding. This is because the vast majority of 

the genome is not bound by the transcription factor and, therefore, on average we gain very 

little information about the frequencies of the bases occupying each position of a random 

segment
6
. Seen from a communications theory point of view, this looks rather obvious. Our 

source has four possible states with associated emission probabilities relatively close to 

equiprobability
7
, yet we only have two states at the recipient and one of them (the unbound 

state) has probability close to one. Rather than being a futile distraction, however, this 

                                                        
6
 Here, and in the following unless otherwise stated, we will assume for simplicity that the transcription factor only 

binds specifically to the known binding sites, and that it does not bind specifically elsewhere in the genome. 
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thought experiment serves to illustrate the point that transcription factor-binding can be 

effectively thought of as the noisy channel of a communication process and that, as such, it 

entails an equivocation. 

3.3. Information in a Transcription Factor-binding Motif 

In their landmark paper, Schneider and co-workers focused on the information contained 

within the transcription factor-binding motif. Essentially, they evaluated the uncertainty of an 

observer over the base occupying each position of a DNA segment once it is known that the 

transcription factor binds that segment. As we have seen, the conditional entropy 

H(Sl|TFbound) is fully specified by the conditional probabilities p(Sl) available on the PSFM 

for a given transcription factor. Hence, it follows that for a given position of the DNA 

segment: 
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which leads to the expression for mutual information: 
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The term Rsequence(l) is the information that an observer gains over the base occupying 

position l in a DNA segment once binding of a particular transcription factor to the segment 

has been observed and is conventionally referred to as the information content of that 

position. Alternatively, one may say that it is the information content encoded within a 

position of the TF-binding motif, or the information gained from aligning the TF-binding 

motif sequences from an initial, unaligned state [34]. Since we have assumed positional 

independency in its derivation, the contributions of each position can be added up to yield 

Rsequence, which is the information content of the transcription factor-binding motif. 
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The information content of a TF-binding motif is typically represented using information 

logos [36, 37], which combine cleverly the frequency information of the PSFM with the 

conservation information derived from Rsequence(l). For the case of our hypothetical 

transcription factor BUH, the information logo is shown in Figure 1.  

 

                                                                                                                                                       
7
 The HG=1.876 bits result obtained for T. thermophilus, due to its extreme %GC content (~70%), is among the 

lowest genomic entropies recorded so far in a sequenced genome. 
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Figure 1. Sequence logo for the TF-binding motif of transcription factor BUH. The Rsequence function is 

superimposed on the logo. At each position (x-axis), the height of the stack corresponds to the 

Rsequence(l) value, while the height of each letter corresponds to the frequency of that particular base, 

normalized to the Rsequence(l) value (i.e. p(Sl)·Rsequence(l)). The logo was generated using the WebLogo 

server [37].  

Relationship to Other Measures 

A major insight of Schneider et al. was the realization that Rsequence had to be related 

somehow with the amount of information required to find the TF-binding sites in their native 

genome. To pursue this hypothesis, they proposed Rfrequency, a measure of the information 

required to find a site that is not based on the specific TF-binding site sequences, but on the 

size proportion between genome and TF-binding sites. The rationale behind Rfrequency is 

relatively easy to follow. If we are given no additional knowledge, a circular genome of size 

GS must be assumed to contain GS possible biding sites for a given transcription factor. If we 

assume that all these potential sites are equally likely to be bound, then we obtain the a priori 

entropy: 
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If we are told, however, that this transcription factor binds only M specific sites in the 

genome, and if we further assume that these M sites are equally likely to be bound and that no 

other genomic positions are bound, HGs simplifies
8
 to the a posteriori entropy: 
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The a priori entropy HGs measures our initial uncertainty over any position of the genome 

being bound by a single copy of the transcription factor. Likewise, the a posteriori entropy 

HM measures our uncertainty over any position of the genome being bound once we know 

that the transcription factor targets only a given number M of positions and is not binding 

anywhere else in the genome. It follows logically that we should experience a decrease in 

                                                        
8
 At the limit, x0, we obtain x·log(x)=0. 
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uncertainty when we move from not knowing anything to knowing the M sites bound by the 

transcription factor. This decrease in entropy is again expressed as mutual information: 
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and provides an estimate of the information needed to locate M binding sites in a genome of 

size GS. As expected, the larger the number of binding sites, the less information that is 

required to find them and vice versa. This is obvious for the extreme cases. For a transcription 

factor targeting a single site in the genome, the a posteriori uncertainty is zero and we need 

log(GS) bits of information to locate the site. In contrast, if a transcription factor is completely 

non-specific and binds anywhere in the genome, we do not gain any information from 

knowing the list of sites it binds. 

Schneider and co-workers reasoned that Rsequence should be proportional to Rfrequency, and 

they showed that both measures gave similar values for several transcription factors on 

genomes with equiprobable base compositions (f(A)=f(C)=f(G)=f(T), HG=2 bits). When 

departing from equiprobability, however, the equality no longer holds. This is because the 

genome will now be a biased source and the a priori entropy Hbefore will always be smaller 

than the maximal 2 bits. Consequently, Rsequence (which is the difference between Hbefore and 

Hafter) will decrease consistently. In contrast, Rfrequency can be seen as increasing or decreasing 

depending on the base composition of the TF-binding motif. If, for instance, a transcription 

factor targets AT-rich sites in a GC-rich background, it stands to reason that the relative 

frequency of binding sites in the genome, as expected by chance, should be smaller (and 

GS/M thus larger), leading to a larger Rfrequency value. In other words, the AT-rich sites are less 

frequent in a GC-rich background, leading to a larger reduction in uncertainty when identified, 

and thus they can be said to contain more information. 

It must be stated that the above argument applies only when the number of functional 

sites is essentially the number of binding sites. This is the case of restriction enzymes, for 

which a functional site is actually defined as a binding site. As noted by Schneider et al., for a 

transcription factor in a given genome the number of functional sites M is fixed, and later 

research has shown that this is true also for transcription factors across genomes, in spite of 

changes to the %GC composition of the genome [38]. Nonetheless, the argument still stands 

that a fixed number of TF-binding sites deviating from the genome bias would face reduced 

competition from similar, non-functional pseudo-sites in the genome, thereby facilitating their 

detection, and this can be interpreted as an increase in the information they encode. To 

maintain the equality between both information measures, Schneider and co-workers 

proposed the use of the Kullback–Leibler divergence or relative entropy [39] as a measure of 

positional information content: 
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As in the case of Rsequence, positional relative entropy can be extended to a global TF-

binding motif measure (RE) by assuming again positional independency and adding the 

contribution of each of the RE(l) terms. The use of relative entropy as a measure of positional 

information content was introduced without formal derivation, but it is easy to provide an 

intuitive understanding on how RE operates with regard to Rsequence by making some algebraic 

manipulations to Equation 13: 
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In this new formulation, RE(l) can be seen as a modification of Rsequence(l) in which the 

background genomic entropy (Hbefore) is weighted according to the ratio between the each 

base in the motif p(Sl) and in the background f(Sl). Hence, if a base is underrepresented in the 

genome but used heavily in one of the positions of the TF-binding motif, the ratio p(Sl)/f(Sl) 

increases and the a priori entropy Hbefore is revised upwards. This has the net effect of 

increasing the apparent information content of that position, in agreement with the estimates 

provided by Rfrequency. The effect of such an up-weighting on a TF-binding motif can be 

observed in Figure 2. 

 

 

Figure 2. RE sequence logo for the TF-binding motif Fur of Pseudomonas aeruginosa (64 sites), when 

seen against a nearly equiprobable genome background (E. coli) and against the heavily biased (66% 

GC) P. aeruginosa background. The logos were generated using the enoLOGOS web server [40]. It can 

be directly seen the information content of A and T dominated positions increases in the P. aeruginosa 

background. 

3.4. Transcription Factor Binding as an Evolutionary Process 

Schneider and co-authors decided arbitrarily to use only the conditional entropy 

H(Sl|TFbound) when computing Rsequence as a measure of the information content of 

transcription factor-binding motifs, but they provided no formal or intuitive justification for 

this decision
9
. As we have seen above, this turns out to be a reasonable assumption, since 

computation of the full channel equivocation (Equation 6) leads to close to zero information 

                                                        
9
 Recall that Shannon formulation would suggest that both terms H(Sl|TFbound) and H(Sl|TFunbound) be used to 

compute the mutual information (Equation 6). 
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content values. Then again, it seems quite obvious that the observation of non-binding by a 

transcription factor must also be considered formally part of the information process. 

Intuitively, we can see that if we consider only a 64 bp long genome sequence, the fact that a 

particular segment of this sequence is not bound by a transcription factor can actually provide 

a substantial amount of information on the probability of a base occupying a certain position 

of the segment. 

The main problem of dealing with transcription factor-binding as an information channel 

is that the recipient alphabet is extremely biased towards one of the two possible states (i.e. 

binding and non-binding), leading to high equivocation. In other words, the fact that the 

genome contains mostly non-binding sites makes them highly uninformative and dilutes the 

highly-specific information conveyed by the few binding sites present. The solution to this 

apparent conundrum, as with many other aspects of the application of information theory to 

biology and, in general, of bioinformatics, is to take advantage of the underlying information 

process operating in all living systems: evolution.  

Evolution as the Informed Observer 

So far we have been postulating the presence of a human observer to our information 

process thought experiment, but it is quite obvious that transcription factors bind to their 

binding sites in the absence of any human observers. We have also assumed that the 

information process that concerns us is the short-lived (i.e. seconds or minutes) binding or 

non-binding of a transcription factor to a particular genome segment. Both assumptions, even 

though helpful in formulating the thought experiment, are misguided. As it turns out, for all 

the information processes carried out by a living being there is an implicit observer in the 

form of evolution by natural selection. As opposed to a human observer, evolution does not 

focus on individual short-lived information processes, but on the average of such processes 

over the life-time of a population of genetically related organisms. 

When Shannon defined the concept of equivocation in a channel, he used the metaphor of 

an informed observer to illustrate the concept. This observer is ―able to see both what is sent 

and what is recovered (with errors due to noise). This observer notes the errors in the 

recovered message and transmits data to the receiving point over a ‗correction channel‘ to 

enable the receiver to correct the errors‖ [21]. Shannon used the metaphor of the informed 

observer to point out the fact that the equivocation in a channel can be seen as the additional 

information that should be supplied to correct the received message. It seems quite obvious 

that most of the traits and actions attributed by Shannon to the informed observer are those 

implemented by evolution as an information process. Evolution is able to detect and correct 

―errors‖ by making use of extensive redundancy (i.e. populations) and eliminating poorly 

adapted individuals. The only crucial difference with Shannon‘s observer is that evolution 

will only correct those errors that hinder survival or reproductive fitness (i.e. the definition of 

error becomes context dependent), and that is limited in doing so by the size and variability of 

the population it operates on. By correcting these ―errors‖ evolution embeds both the source 

and the recipient within the genetic sequences that encode the information processes carried 

out within an individual organism lifetime. It must be noted that this does not constitute a 

circular definition, because source and recipient are temporally and physically separated by 

generations within populations. 

Having introduced evolution as Shannon‘s informed observer in disguise, it is easy to see 

why we should only take into account the conditional entropy H(Sl|TFbound) when computing 
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Rsequence as a measure of the information content of transcription factor-binding motifs. If we 

maintain the assumption that the genome is basically non-binding as a background, 

transcription factor-binding sites are defined functionally by evolution as those segments of 

the genome that enact some kind of selectable action upon binding of a transcription factor. 

Therefore, evolution cannot and will not observe the non-binding of the transcription factor at 

all the remaining positions in the genome. This is because there is no selectable component to 

the non-binding of the transcription factor at those positions. There is, obviously, a selectable 

component to the binding of the transcription factor at these non-site genome positions (if it 

happens in sufficiently large numbers), but we have implicitly (Rsequence) and explicitly 

(Rfrequency) assumed that the transcription factor will bind almost exclusively to the known 

collection of binding sites. 

In a way, we can see the ―functional blindness‖ of evolution with regard to the non-

binding of the genomic background as a kind of spatial filter. The source entropy HG is not 

reduced because the genome still encodes a full variety of genetic messages
10

. With regard to 

the particular information process that concerns us, however, evolution tunes in exclusively to 

certain spatial regions, making the conditional entropy pertaining to the non-bound state 

H(Sl|TFunbound) largely irrelevant. The unbound state is obviously relevant in those genome 

segments that are functionally targeted by evolution, but when analyzing a genome we are 

always seeing the end-result of the evolutionary information process. Hence, we can safely 

assume that all the TF-binding sites in our collection will be bound by the transcription factor 

(as this is exactly the reason why they have been declared members of the collection) and we 

are entitled to use only the bound-state conditional probability H(Sl|TFbound) to derive 

Rsequence(l) as we did in Equation 8. In doing we should properly interpret Rsequence(l) as the 

minimal amount of information that must be encoded in a set of transcription factor-binding 

sites in order for them to perform their required function. This viewpoint has led some authors 

to label Rsequence as a Redundancy Index [42], since it basically measures the amount of 

redundancy (in maintaining a defined state departing from the genomic background) 

preserved in sites by evolution. 

4. RETHINKING THE INFORMATION THEORY MODEL  

OF TF-BINDING MOTIFS 

The use of an evolutionary perspective to explain the omission of H(Sl|TFunbound) when 

computing Rsequence may seem contrived and circuitous to the casual reader, but it provides a 

fundamental and, so far, missing foundation for the information theory approach to 

transcription factor-binding motifs. By explicitly introducing evolution as a primary element 

of information theory as applied to living systems and their processes, this new standpoint 

also enables us to pose new questions and revisit the validity of certain assumptions.  

Furthermore, the introduction of evolution as the core information process contributes also to 

                                                        
10

 It is difficult here to establish a definite parallel with conventional communication systems, but Turing‘s attack on 

the Enigma cipher provides a decent analogy [41]. The Bletchley Park team would tune in at the same time 

every morning to listen to the German weather forecast, knowing beforehand that one the first words in the 

bulletin would be ―wetter‖ (German for weather). Hence, the alphabet of the source was not constrained as it 

continued to emit during the day, yet the recipient‘s alphabet had been functionally trimmed down to the 

possible encodings of the word ―wetter‖. 



Ivan Erill 16 

elucidate which information processes are being discussed and how they might relate to the 

underlying thermodynamic processes. 

4.2. Revisiting the Entropy Equality Assumption 

A primary assumption of the information theory model for TF-binding motifs advanced 

by Schneider et al. was the intuitive notion that Rsequence should equal Rfrequency. As mentioned 

above, this assumption led to the introduction of an alternative measure (RE) to replace 

Rsequence in biased genomes in order to maintain the equality between the motif-based and 

frequency-based measures of information (Equation 14). The use of relative entropy over 

Rsequence has been advocated later by several authors [40, 43, 44], but recent work has shown 

that RE assumes by default an overly simplistic model of the genomic background and, in 

doing so, it can lead to substantial inaccuracies [45]. 
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Figure 3. Average ratio of observed vs. expected 20-mers in real genomes versus randomly generated 

sequences. Three independent genomes were used to compute the ratios in each %GC category (GC-

rich, AT-rich and equiprobable): E. coli str. K-12 substr. MG1655 [50.8% GC], P. aeruginosa PAO1 

[66.6% GC], Haemophilus influenzae Rd KW20 [38.1% GC], Colwellia psychrerythraea 34H [38.0% 

GC], Salinibacter ruber DSM 13855 [66.2% GC], Thiobacillus denitrificans ATCC 25259 [66.1% GC], 

Enterococcus faecalis V583 [37.5% GC], Anaplasma marginale str. St. Maries [49.8% GC] and 

Nitrosococcus oceani ATCC 19707 [50.3% GC]. Adapted from [45]. 

Comparing Rsequence and RE 

Site scoring indices can be formally derived from the Rsequence and RE closed forms of 

Equations 8 and 13, respectively [46-48]. These scoring indices can be then be used to 

analyze genomic sequences with a sliding window approach, searching for instances of sites 

that conform to the transcription factor-binding motif [45]. Site search using these indices 

provides the means to uncover previously unidentified sites in a genomic sequence, which can 

be validated afterwards by experimental means [38, 49]. As with any other classification 
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system, these indices can then be ranked according to their rates of false positives and false 

negatives when operating under different classification thresholds [45, 50]. This information 

is typically conveyed by means of a Receiver-Operating Characteristic (ROC) curve. In 

addition, and because they are strongly and formally tied to the TF-binding motif models on 

which they are based, these scoring indices can be used to gauge the accuracy and validity of 

their underlying models. 
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Figure 4. ROC curves for a RE-based search method (Iseq) and an Rsequence-based one (Ri) trying to locate 

32 known P. aeruginosa Fur binding sites on the P. aeruginosa genome. The RE-based method 

performs worse than the Rsequence-based one despite the apparent boost in information content provided 

by the genomic bias (Rsequence=13.69 bits, RE=20.72 bits). The plot is scaled to encompass a 1/10 true to 

false positive ratio (320 false positives). 

A main problem of RE and its derived indices is that the correction imposed on the 

background genomic entropy assumes a uniform distribution. As it can be seen in Figure 3, 

this turns out to be a poor estimate of the distribution of short DNA segments in %GC-biased 

genomes. Due to functional constraints, AT-rich 20 bp segments are notably overrepresented 

in GC-rich genomes, as compared to the expectation under a uniform hypothesis. The same is 

true for GC-rich 20-mers in AT-rich genomes and, to a lesser degree, of AT-rich segments in 

AT-rich backgrounds [45]. Most prokaryotic transcription factors target AT-rich binding 

motifs, typically in the 60-80% AT range. RE weights up the contribution of AT-rich positions 

in a GC-rich background and, as a result, RE-derived methods yield also higher scores for 

positions with conserved A and T bases. Due to the overrepresentation of AT-rich segments in 

GC-rich genomes, this has the effect of generating a larger amount of false positives for RE-

based indices Figure 4, leading to poorer results than those obtained by Rsequence-derived 

methods [45]. 
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The Search and Ranking Problems 

The use of RE as a model for transcription factor-binding motifs is misguided by the 

assumption of background uniformity, but the notion of increased information content due to 

a departure from the genomic background composition is still intuitively appealing. Indeed, 

one can reason from a mechanistic point of view that a transcription factor targeting GC-rich 

binding sites in an AT-rich background should spend less time engaged in semi-specific 

binding at GC-rich segments (less likely to occur by chance) other than those under functional 

selection, thereby speeding up the detection of its binding sites. In a computational search for 

TF-binding sites on a sequenced genome, this translates into a lower false positive rate. This 

line of reasoning led Schneider et al. to postulate that a transcription factor sitting in a 

genome that is slowly evolving a %GC bias would tend to evolve a binding motif opposing 

the bias. Furthermore, they reasoned that in doing so the TF-binding motif would likely lose 

part of its information content, because the recognized motif would carry additional 

information in terms of its composition against the bias. 

The available evidence indicates that TF-binding motifs do not evolve against the 

genomic bias [45]. A collection of 45 CRP-binding sites from Haemophilus influenzae 

(38.1% GC genome) shows that the CRP-binding motif in this organism is 69.89% AT-rich, 

versus 64.68% AT in E. coli. Likewise, the P. aeruginosa (66.56% GC genome) Fur collection 

shown in Figure 2 indicates that the Fur-binding motif in this organism displays a 70.72% AT 

composition, versus 74.71% AT in E. coli. Hence, it appears that TF-binding motifs tend to 

evolve, if anything, with the genomic bias, instead of against it. In accordance with this fact, 

neither of the above motifs has evolved lower information content. In fact, it seems that TF-

binding motifs might evolve towards higher information values in biased genomes. The P. 

aeruginosa Fur motif maintains roughly the same information content as the E. coli one, 

while the H. influenzae CRP motif shows a significant increase (17.83 bits for 10.09 bits in E. 

coli) that cannot be attributed solely to undersampling in the H. influenzae collection [45]. 

The results outlined above are difficult to accommodate in a search-centered view of 

transcription factors. Because it yields simpler mechanistic and mathematical models, 

transcription factor activity has been traditionally conceptualized as an ON-OFF system. 

Nonetheless, many biochemical studies have established that transcription factors exhibit a 

wide variety of binding affinities for different binding sites [51-54]. Hence, a transcription 

factor must accomplish two different tasks: (1) locate its binding sites and (2) bind to them 

with a certain affinity. Even though both tasks are partially intertwined, it is easy to see that 

they are not strictly equivalent. One can, for instance, conceive of a transcription factor-

binding motif with 20 positions, 10 of them fully conserved and 10 of them equiprobable, 

leading to Rsequence=20 bits. A transcription factor recognizing such a motif would be able, in 

principle, to find without much problem four binding sites in the E. coli genome 

(Rfrequency=20.15). However, it seems apparent that it would not be able to distinguish among 

each of the four sites and, therefore, it would bind them all with the same affinity. 
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Figure 5. Sequence logo for a searchable, yet non-rankable, TF-binding motif. The logo was generated 

using the WebLogo server [37]. 

In deriving the formula for Rfrequency (Equation 12) we made the explicit assumption that 

all binding sites were bound with equal probability and that the transcription factor did not 

bind elsewhere. Hence, Rfrequency is explicitly based on an ON-OFF model of transcription 

factor and, as such, it deals exclusively with the search problem. As we have seen, however, 

the evolutionary interpretation of Rsequence frees it from such constraints. Even though Rsequence 

is based on the observed frequencies for the bound state H(Sl|TFbound), the affinity with which 

the transcription factor binds each site is only bounded by the functional requirement of each 

particular site, as assessed by the evolutionary process over time. Hence, Rsequence captures 

implicitly, in the H(Sl|TFbound) term, the different binding affinities of the transcription factor 

for each of the known binding sites. Still, sites need to be located before they are bound with 

a certain affinity, and it follows that search requirements will also be assessed functionally by 

evolution and that they will also be encoded within Rsequence. As a consequence, Rsequence must 

be interpreted as a compound measure of the search and ranking requirements of the binding 

sites targeted by a particular transcription factor. 

The search and ranking problems are intertwined because, for a given concentration of 

the transcription factor, the amount of time spent by the transcription factor at a particular site 

will be impacted directly by the time spent by the transcription factor searching for the site. 

Based on Rsequence, one can derive sound ranking functions for transcription factor-binding 

sites [55] and, by plotting the rank scores of each site, it is possible to analyze the theoretical 

affinity range targeted by a particular transcription factor (Figure 6). The effective affinity 

range for the transcription factor, however, must incorporate the indirect effects of the search 

process on the perceived affinity. By normalizing the computed affinity of a binding site by 

the number of pseudo-sites of equal or higher affinity found in the genome (i.e. the non-

functional sites that are likely to sequester the transcription factor), one can provide a first-

order approximation of the effective affinity range (Figure 7). 

As it can be seen when comparing Figure 6 and Figure 7, factoring in the search 

component can have a very substantial impact on the effective affinity range of transcription 

factors. The effective affinity range of TF-binding motifs with low information content, like 

Fis (Rsequence=5.16 bits), is strongly affected by the search process because all but the best sites 

become rapidly indistinguishable from the background. On the opposite end, TF-binding 

motifs with very high information content, like LexA (Rsequence=21.33 bits), are able to 

maintain their original linear range, since the search process has little impact on their 

effective affinity. In between both extremes, transcription factors may endorse a number of 

strategies to reach a compromise between site conservation (Rsequence), the desired effective 

affinity range and a viable concentration of transcription factor. 
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In equiprobable genomic backgrounds (HG≈2 bits), search and ranking are fundamentally 

linked because the search and ranking processes operate on an even ground. Still, one can 

envision situations in which the need for a specific regulatory range imposes additional 

restrictions on Rsequence (e.g. the aforementioned LexA repressor). In biased genomes, 

however, the interplay between both processes is unbalanced by the relative abundance of 

pseudo-sites in the genomic background. Based on the equivalence between Rsequence and 

Rfrequency, and on the replacement of Rsequence by RE in biased genomes, Schneider and co-

workers predicted that a transcription factor harbored by a genome evolving a %GC bias 

would tend to evolve against the bias and, in the process, shed positional information content 

(Rsequence). By explicitly including both ranking and search as evolutionarily actionable terms 

in Rsequence, we can now recast the evolutionary scenarios faced by a transcription factor on a 

genome evolving towards %GC bias. 
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Figure 6. Computed affinity range for different transcription factors of E. coli. The affinity range is 

represented as the distribution of computationally inferred affinities for all its experimentally 

determined binding sites. Computed affinity values (Y-axis) are normalized to the length of the binding 

motif for each transcription factor and ranges (X-axis) are shown as the percentage of experimentally 

determined sites (collection). Adapted from [45]. 

When sitting in a genome evolving towards high %GC content, a transcription factor 

targeting an AT-rich motif faces a decreased impact of the search component on its effective 

affinity range. In order to maintain a similar function (i.e. a similar effective affinity range), 

the transcription factor may lower its cell concentration or bias its binding motif towards the 

genomic background, since both strategies will restore partly the impact of the search process 

on the effective regulatory range. It is unlikely, however, that the transcription factor would 

lower the positional information content (Rsequence) of its motif, since this would only further 
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reduce its ranking range. A transcription factor targeting an AT-rich motif in a genome 

drifting towards high %AT content faces the opposite scenario: its effective affinity range is 

heavily impacted by the search process in the new background. In such a case, the 

transcription factor may opt to increase its concentration, but such a strategy has a limited 

scope. Increasing the positional information content provides instead a gradual mechanism to 

match the increasing impact of the search process while maintaining an accurate ranking 

function. 
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Figure 7. Estimation of the effective affinity range, represented as the distribution of normalized 

affinities for all its experimentally determined binding sites. Normalized affinities are estimated by 

normalizing the computed ranking index for each site with the number of false positives incurred 

locating the site. Computed affinity values (Y-axis) are normalized to the length of the binding motif 

for each transcription factor and ranges (X-axis) are shown as the percentage of experimentally 

determined sites (collection). Adapted from [45]. 

 

In general, the evolutionary perspective taken here on Rsequence provides an intuitive 

interpretation for the fact that Rsequence will decrease systematically whenever the genomic 

background deviates significantly from equiprobability. The mathematical reason for this 

effect is a net decrease in the background genomic entropy (Hbefore; Equation 8), but this has 

long defied interpretation, because it is easy to see that a bias in the background can be used 

to boost recognition of certain elements that deviate strongly from the bias. In terms of 

information theory, however, this is akin to a free lunch proposition, because it implies that a 

source with reduced entropy is capable of transmitting more information and we know this to 

be false. We have seen above that evolution is in theory capable of partitioning the source 

message. Such a strategy might be used to exploit a bias effect, but the fact remains that less 

information is available at the source. The interaction between the search and ranking 
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processes for transcription factors provides an illuminating glimpse into the complex 

evolutionary tradeoff generated by a reduction in source entropy. Even though source bias can 

theoretically be used to improve search efficiency, the reduction in source entropy has a 

negative effect on the regulatory range available to the transcription factor and thus limits the 

extent to which such a strategy can be exploited. 

4.2. On Negative Information 

The decrease of Rsequence with decreasing background entropy (Hbefore) has puzzled 

researchers for years due to the lack of a proper evolutionary perspective on which to frame 

this effect. The intuitive feeling that genome bias could be exploited to improve search 

efficiency was one of the main arguments to put forward relative entropy (RE) as a corrected 

measure of positional information content (Rsequence) in biased genomes [34]. A less voiced, 

but strong argument to advocate the use of RE was the advent of negative information in 

transcription factor-binding motifs when using the Rsequence measure. This perplexing result 

illustrates perfectly the need for an evolutionary perspective on the application of information 

theory to biology and, in particular, to transcription factor binding as an information process. 

Analyzing Negative Information 

In Figure 1 we analyzed the information content of the hypothetical transcription factor 

BUH, derived from the list of sites shown in Table 1. In doing so, we implicitly assumed that 

the BUH transcription factor belonged to E. coli or another species with a quasi-equiprobable 

background. With hindsight, we might conclude that such an assumption was unfounded and 

that, for all we know, the BUH transcription factor could belong to T. thermophilus. As seen 

above, the genomic entropy (Hbefore) for T. thermophilus is just 1.876 bits and we should 

therefore expect that when we compute Rsequence for BUH in this new background we shall 

obtain a lower information content value (4.36 bits, instead of the original 5.45 bits in E. 

coli). What is not so expected is the fact that several positions of the BUH-binding motif will 

yield negative Rsequence values (Figure 8). This result is counterintuitive because Rsequence was 

devised to measure the amount of information that we gain upon observing binding of the 

transcription factor to a given DNA segment, and it is hard to imagine how we could have a 

negative gain of information as a result of such a process.  

The fact that Rsequence can generate negative values for certain genomic backgrounds is 

seen by many as a flaw in the derivation of Rsequence and, implicitly, as an argument for the use 

of RE (which will never generate negative values) as a superior index of information content 

in TF-binding motifs. As a matter of fact, however, the ability of Rsequence to generate negative 

values should be taken as an argument supporting the use of Rsequence as the proper measure of 

information content in transcription factor-binding motifs. As in the previous cases, this 

requires that we take an evolutionary stance in order to analyze what is wrong with the 

computation of the BUH Rsequence value in the T. thermophilus background. 

As seen in Table 2, some of the central positions in BUH are close to equiprobability. 

This is a relatively common phenomenon among E. coli transcription factors because many of 

them operate as dimers and perform specific recognition only at the ends of the motif. The 

central part of the motif is hence only loosely contacted and typically shows equiprobable or 
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AT-rich composition
11

. Most importantly, one should realize that if a position of a TF-binding 

motif is not involved significantly in binding it will not be acted upon by natural selection. In 

E. coli, this implies that such a position of the TF-binding motif will be approximately 

equiprobable, because the genomic entropy is close to 2 bits. This will, in turn, lead to an 

Rsequence(l) value close or equal to zero. In T. thermophilus, however, there is an active push 

towards a lower entropy state all across the genome
12

. Hence, if a position is not important for 

binding in T. thermophilus, it will tend to drift towards the genomic bias (69.2 %GC), but it 

should not show an equiprobable base composition, since this would involve active selection 

towards such a state and we just established that this particular motif position was under no 

selection for binding. By generating negative values, Rsequence is thus letting us know that our 

artificial transplantation of BUH into T. thermophilus violates the primary assumption on 

which Rsequence, and biology in general, rests: evolution as the core information process. 
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Figure 8. Negative information in the binding motif of the hypothetical transcription factor BUH. The 

plot shows the Rsequence(l) profile BUH on E. coli and T. thermophilus. On T. thermophilus, positions 4 

and 5 have, respectively, Rsequence values of -0.03 and -0.07 bits. 

4.3. Shannon Entropy and Thermodynamics 

As mentioned in the introduction, the formal and nomial similarities between the 

Boltzmann entropy of thermodynamics and the Shannon entropy of information theory have 

led to much confusion when applying information theory to living systems. In particular, the 

assumption of a straight connection between both entropies has had a lasting impact in the 

                                                        
11

 The AT-rich composition is related to structural requirements on the DNA that favor bending and facilitate 

recognition. Information theory-based search methods are able to pick up partly such loosely conserved signals 

[45]. 
12

 The push towards a lower entropy state in the genome may be accidental or the result of active selection. In 

extremophiles, like T. thermophilus, high %GC content is often selected for because it enhances DNA stability 

at high temperature or salt concentrations [56]. In other species, the pull towards high or low %GC 

backgrounds appears mainly to be driven by a bias in mutation rate patterns [57].  
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field and is relevant to the application of information theory to transcription factor-binding 

motifs developed here. 

The Link between Boltzmann and Shannon Entropies 

For a physical system, the Boltzmann entropy is defined as: 

 

)log(WKS B  (15) 

 

where KB corresponds to the Boltzmann constant, expressed in units of energy divided by 

temperature and W is the number of possible microstates of a physical system in 

thermodynamic equilibrium. Boltzmann entropy can be generalized to take into account 

uneven probabilities for the microstates, leading to the Boltzmann-Gibbs entropy formulation: 
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in which pi is the probability that a given microstate i occurs during the fluctuations of the 

system [58]. 

Needles to say, Equations 15 and 16 present a strong resemblance to the formula for 

Shannon entropy derived in Equation 1. In fact, the Boltzmann-Gibbs entropy can be recast as 

a measurement of an observer‘s average uncertainty over the specific microstate description 

of a given physical system [58]. Jaynes noted, specifically, that ―the thermodynamic entropy 

is identical with the information-theory entropy of the probability distribution except for the 

presence of the Boltzmann‘s constant‖. Indeed, the dimensionality that the Boltzmann 

constant introduces to thermodynamic entropy is one of the key elements that have prevented 

the acceptance of its interpretation by means of information theory. As Ben-Naim deftly 

points out, however, the involvement of energy and temperature in the definition of entropy 

are basically a historical accident due to the definition of temperature and its units before the 

acceptance of the atomistic theory. Once temperature is re-defined as the mean kinetic energy 

of atoms, it is easy to see that Boltzmann constant is, in essence, dimensionless [16, 59]. 

In spite of the obvious connection between both entropies, it is incorrect to assume that 

they are equivalent beyond the purely theoretical setting. Jaynes warns that ―the major 

occupational disease of this field is a persistent failure to distinguish between the information 

entropy, which is a property of any probability distribution, and the experimental entropy of 

thermodynamics, which is instead a property of a thermodynamic state as defined, for 

example by such observed quantities as pressure, volume, temperature, magnetization, of 

some physical system‖ [17]. He also points out that the formal equivalence between both 

equations does ―not in itself establish any connection between these fields‖ [17]. These 

statements are not contradictory with Jayne‘s earlier claim of identity between both entropies. 

Jaynes is simply stating that the information theory interpretation of thermodynamic entropy 

is namely that, an interpretation. Both entropies are measures of information (or uncertainty), 

but they are usually applied to measure different things. It is only when the more general 

definition of Shannon entropy is specifically adapted to the microstate description of a 

physical system that both entropies become equivalent. This may seem to be a subtle 

distinction, but it is extremely significant, because the equivalency is accomplished by 
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introducing the Boltzmann constant (~1.38
-23

 JK
-1

). Hence, when not explicitly dealing with 

atomic microstates, Shannon entropy is separated from Boltzmann entropy by many orders of 

magnitude. 

Information Theory and the Free Energy of Binding 

When dealing with transcription factors and their molecular interactions with DNA many 

authors have assumed that a tacit link can be established between the information content of a 

transcription factor-binding motif and the free energy of binding. In fact, because we are 

dealing with molecular ensembles, it is tempting to associate the conformational states of 

transcription factor binding to Boltzmann microstates and, through them, to Shannon entropy 

[60]. In fact, almost all information theory-based scoring indices proposed to date have been 

identified explicitly with binding free energy [32, 48, 60]. The fundamental problem with 

such an approach is not so much the lack of a formal derivation for the proposed equality, but 

the implicit assumption that the information process from which the respective indices are 

derived corresponds to the physical process of binding of the transcription factor to its 

binding site. 

As we have seen above, when we analyze a genome sequence or a set of binding site 

sequences for a given transcription factor, we are witnessing the end-result of the 

evolutionary information process. Hence, the positional base probabilities inferred from the 

analysis of a collection of transcription factor-binding sites do not have a direct 

correspondence with the information process that takes place when a transcription factor 

binds one of its target sites (and which could be theoretically mapped to the thermodynamic 

processes involved). Instead, the positional base probabilities inferred from a binding motif 

correspond to the amount of information fixated by evolution in order for the transcription 

factor to perform its required function. As such, they correspond to the selective pressure 

exerted over evolutionary time on a multitude of thermodynamic binding events operating 

under varying environmental constraints. Thus they not only convey information on the 

relative free binding energies of all the binding processes involved, but also on the specific 

functional requirements of each binding process over a population of genetically related 

organisms. Undoubtedly, the evolutionary fixation of base states in the DNA sequence must 

ultimately bear some relationship with the thermodynamic binding processes on which 

selection for such fixation is exerted, but without explicit knowledge of the selective 

constraints involved the use of information theory estimates to predict binding free energies 

must be taken as an approximation of uncertain degree. 
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